There is growing concern that much published research may have questionable validity due to phenomena such as publication bias and p-hacking. Within the psychiatric literature, the construct of expressed emotion (EE) is widely assumed to be a reliable predictor of relapse across a range of mental illnesses. EE is an index of the family climate, measuring how critical, hostile, and overinvolved a family member is toward a mentally ill patient. No study to date has examined the evidential value of this body of research as a whole. That is to say, although many studies have shown a link between EE and symptom relapse, the integrity of the literature from which this claim is derived has not been tested. In an effort to confirm the integrity of the literature of EE predicting psychiatric relapse in patients with schizophrenia, we conducted a p-curve analysis on all known studies examining EE (using the Camberwell Family Interview) to predict psychiatric relapse over a 9- to 12-month follow-up period. Results suggest that the body of literature on EE is unbiased and has integrity, as there was a significant right skew of p-values, a nonsignificant left skew of p-values, and a nonsignificant test of flatness. We conclude that EE is a robust and valuable predictor of symptom relapse in schizophrenia.
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INTRODUCTION

Expressed Emotion (EE) is a construct that reflects potentially problematic aspects of the family environment, particularly for people with psychiatric disorders (Hooley, 2007). EE is a measure of how critical, hostile, or overly involved a family member is toward an identified patient, and is thought to represent relational disturbances and transactional patterns between the family member and that patient. EE is considered to be a psychosocial stressor that interacts with patients’ diatheses, eventually culminating in relapse (Hooley & Gotlib, 2000). The traditional method of measuring EE dichotomizes family members into either high or low EE groupings based on the degree to which the...
family member makes critical, hostile, or overinvolved comments regarding the patient (Vaughn & Leff, 1976a).

Hearing critical or hostile comments or having an overly involved family member is not a pleasant experience for anyone. However, as noted above, individuals with schizophrenia appear to be at elevated risk for relapse if they live in family environments characterized by high levels of these common attitudes (Butzlaff & Hooley, 1998). When patients with schizophrenia return home from the hospital to live with a high-EE family, they are more than twice as likely to relapse compared to patients who return home to low-EE families (Hooley, 2007). The strength of this effect is estimated to be small to medium (effect size: $r = .31$; Butzlaff & Hooley, 1998). This effect size is based on studies that spanned twelve countries and four continents, suggesting cross-cultural relevancy. However, although the EE-relapse link is widely accepted as valid, no study to date has confirmed the evidential value or integrity of this body of literature. In other words, although many studies have found a link between EE and relapse in patients with schizophrenia, are these effects true and unbiased or do they reflect “selective reporting” (e.g., only publishing results that reach statistical significance; Simonsohn, Nelson, & Simmons, 2014)?

An unfortunate reality for the bio-behavioral sciences is the existence of false positives that result from statistical hypothesis testing. False positives are bound to happen on occasion; however, some researchers have presented findings to suggest that a majority of published findings are false and/or do not accurately represent reality (Ioannidis, 2005; Pashler & Harris, 2012). An example of this is seen in the ego depletion/self-control literature in social psychology, a literature that has about 200 publications of empirical support to show a seemingly strong and robust effect for the depletion effect (Hagger, Wood, Stiff, & Chatzisarantis, 2010). More recent investigation of this work has found, however, that the depletion effect is much smaller than originally believed and is task dependent (Carter, Kofler, Forster, & McCullough, 2015; Carter & McCullough, 2014). This work by Carter and McCullough highlights the importance of testing the validity of a body of literature, even a body of literature that is widely published and largely believed to be robust. Thus, in this paper, we present a novel method of testing the validity and integrity of a body of literature (through use of a $p$-curve analysis) on a widely published and acknowledged phenomenon—the link between EE and psychiatric relapse in patients with schizophrenia.

The result of false positives to the larger field of research can be devastating, as a variety of consequences result from these reported errors (Simmons, Nelson, & Simonsohn, 2011). For example, Simons and colleagues point out that, once reported, false positives remain persistent in the literature as studies that fail to replicate are often either rejected by prestigious journals or given less attention. False positives can have detrimental consequences for consumers as well (particularly in fields such as psychiatry or clinical psychology where clinical decisions often follow research findings). Finally, the scientific credibility of a given field can be compromised when false positives eventually surface.

Replication of a particular phenomenon helps to bolster the credibility of that finding, as repeatedly obtaining positive results decreases the chances of large “file-drawer” effects or failed attempts to replicate (Ioannidis, 2008). This surface-level analysis bodes well for the literature on EE, as the phenomenon has been replicated in over 50 years of research, and across multiple disorders. However, “researcher degrees of freedom” while collecting and analyzing data allow for a variety of post hoc decisions to be made that can lead to biased results (Simmons et al., 2011). For example, researchers can decide if more data should be collected, or whether certain observations should be excluded. This is sometimes referred to as “$p$-hacking” (Simonsohn et al., 2014). Even seemingly modest levels of $p$-hacking can result in statistical significance for nonexistent effects (Simonsohn et al., 2014).
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To empirically test whether a body of literature has been p-hacked, Simonsohn et al. (2014) have developed a statistical test (a p-curve analysis) that examines the skewness of significant p-values within that body of literature. A p-curve is the distribution of statistically significant p-values for a body of literature. In the case of a nonexistent effect, every p-value is equally likely to be seen. In this situation when the null hypothesis is true (there are no differences between the groups), the p-curve should have a uniform distribution (i.e., a horizontal line of p-values). Just by chance any p-value is as likely as any other with a nonexistent effect. If the frequency of significant p-values within a body of literature is skewed left (i.e., there are many more p-values hovering close to .05 than .01), then there is reason to believe the literature may be p-hacked. On the other hand, if the frequency of p-values is skewed right (i.e., there are more p-values close to .01 and beyond than .05), this is indicative of an evidential body of literature. The reasoning behind this conclusion is because a real effect, when tested repeatedly, will show movement away from the .05 threshold. For example, if patients in high-EE families truly have more adverse outcomes than patients in low EE families, there is greater statistical likelihood that the results will show stronger evidence for this effect (p < .01) rather than weaker evidence (.04 < p < .05). As the power of the effect increases, there will be a greater right skew and p-values will be closer to zero (Simonsohn et al., 2014). Conversely, a body of literature that has been p-hacked is likely to have many more p-values that hover closer to the .05 threshold. In this case, if EE researchers are trying to push their “EE agenda” but there really is no effect, there are a couple reasons to explain the right skew. First, there is greater statistical likelihood that larger p-values are obtained for nonexistent findings. And second, researchers who are p-hacking are likely to stop p-hacking once a significant value is reached, rather than pursue the lowest p-value possible.

It is important to note that a p-curve analysis is quite different from and presents a very different message compared to a meta-analysis. Both types of analyses can point to whether an effect for a phenomenon is substantiated; however, a meta-analysis (like the one performed by Butzlaff & Hooley, 1998) calculates the size/magnitude of the effect found in a particular body of research. In other words, does the literature show a consistent relationship between variables and how strong is this relationship? So, do patients in high-EE families have different outcomes than patients in low EE families and, if so, are these differences worth “writing home about” (Cohen, 1988)? A p-curve analysis displays a different picture of the literature—one of statistical and empirical integrity rather than the magnitude of a phenomenon. As Simonsohn et al. (2014) note, researchers and journals tend to publish results that are statistically significant, so are these effects true and valid or do they reflect publication bias or statistical p-hacking? Both questions are critical to ask for clinicians and researchers, as the former indicates whether the magnitude of the effect is statistically and practically meaningful while the latter suggests that the research has been reported fairly and truthfully. The exploration of EE on psychiatric relapse has significantly slowed down since Butzlaff’s and Hooley’s seminal meta-analysis, probably because the meta-analysis found such consistently positive effects. However, before the scientific community “closes the door” on this research question, it is important to determine whether these results are overinflated due to p-hacking, or whether it is fair to take the results from that meta-analysis as representative of the true (or close to true) effect. In an effort to assess the integrity and evidential value of the EE literature, we conducted a p-curve analysis to examine the studies outlined by Butzlaff and Hooley’s (1998) seminal paper. This is the most frequently cited meta-analysis to examine the effect of EE on psychiatric relapse (as of January 30, 2016, this paper had been cited by 1138 studies in Google Scholar).
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METHOD

Study Selection

This p-curve analysis analyzed findings from 29 studies investigating the relation between EE and relapse in schizophrenia. Study selection began by consulting Butzlaff and Hooley’s (1998) meta-analysis. Their meta-analysis included studies examining relapse among various psychiatric populations, including patients diagnosed with schizophrenia, mood disorders, or eating disorders. The vast majority of studies (27 in total) were specific to schizophrenia. These studies form the focus of the present p-curve analysis. We also located one recent publication with individuals from Poland (Cechnicki, Bielańska, Hanuszkiewicz, & Daren, 2013) as well as unpublished data from a study in the United States that examined EE as a predictor of relapse in schizophrenia patients (Hooley, Rosen, Leach, & Wilson, 1999). Aside from these two aforementioned data, no other data have been published that meet our criteria for this study (detailed below).

The focus of this study is on the validity of the original EE-relapse link research, which involves three major criteria: (1) patients who have schizophrenia, (2) the Camberwell Family Interview used as the method of assessing for EE, and (3) a relapse period of nine to twelve months (Butzlaff & Hooley, 1998). Therefore, all 29 studies used in this study shared these three key commonalities. First, samples included patients diagnosed with schizophrenia. Second, high versus low EE was measured using the Camberwell Family Interview (CFI; Vaughn & Leff, 1976b). Since its publication, the CFI has been recognized as the “gold standard” measure of EE (Hooley & Parker, 2006). Although many studies have used self-report measures of EE or the Five-Minute Speech Sample, these methods are problematic. The Five-Minute Speech Sample, for example, has been found to under-identify high-EE relatives. There are also mixed findings (as well as conceptual problems) concerning the predictive validity of self-report EE measures and their correlations with the CFI (see Hooley & Parker, 2006; see also Hooley & Richters, 1991). For these reasons, we only included data from studies that used the CFI. It is important to note that one study that used the CFI (Breitborde, López, Aguilera, & Kopelowicz, 2013) was excluded from the analysis because only the emotionally overinvolved component of EE was measured. Therefore, participants were not grouped into high versus low EE (like the other studies used in this paper), but rather as high versus low EOI. Third, all studies employed a time frame for measuring relapse that was between nine to twelve months. This is the modal period for measuring relapse within the EE literature (Butzlaff & Hooley, 1998). Finally, all studies utilized longitudinal designs. In studies testing an intervention, only results from the no treatment control condition were retained for use in the p-curve analysis because including intervention effects could cloud the findings.

Of the 29 studies included, 26 were published in peer-reviewed journals, two were presented at conferences as posters or papers, and one was never presented or submitted for publication. Not all studies reported a significant association between EE and relapse. In an attempt to locate more unpublished studies as well as those published since 1998, we searched PubMed and Google Scholar for published and unpublished manuscripts citing each study included in Butzlaff and Hooley’s (1998) meta-analysis. No additional studies were identified.

Statistical Analysis

The data for this manuscript were gathered from the original 29 manuscripts and are presented in the supplementary materials. The analyses presented in the original
29 articles ranged from chi-square tests, correlations, and Fisher exact tests. Then, the
p-curve analytic software for public use (www.p-curve.com/app3) was utilized, based on
Simonsohn et al.’s (2014) demonstration of p-curve practice and theory. This program
allows for the original results to be plugged into the analyses, and two types of tests
are performed on those original results to perform the p-curve analysis—binomial and
continuous tests. The binomial tests compare the observed proportion of significant
results that are \( p < .025 \) to the expected proportions when there is no effect and when
studies have approximately one-third power (i.e., the chance of seeing an effect is there
really is an effect). Power is typically expected to be at 80%, so one-third power would
mean that the p-curve program gives a little slack to the data entered into the analy-
yses. These values are simply the default in the p-curve analysis program and are the
suggested values from the developers of the program; however, researchers can set
other cutoff points should they desire. For more details about these default values, see
Simonsohn et al. (2014). The continuous tests convert the p-values into Z
scores, sum the Z scores, and divide by the square root of the number of p-values included in the
analysis to achieve an overall Z score (known as the Stouffer’s Method). This overall Z
score is then compared to the null (\( Z = 0 \)) and the test when studies have approxi-
mately one-third power.

With these binomial test and continuous approaches, three parallel tests are conducted
—a test of right skew (to determine whether the studies contain evidential value), left
skew (to determine whether the studies show evidence of intense p-hacking), and a test of
flatness (to determine whether the studies’ evidential value, if any, is inadequate). The
p-curve analyses only use significant p-values to analyze skewness. This is because it is
assumed that researchers would not tamper with their data or analyses to publish
nonsignificant p-values. Therefore, nonsignificant findings are expected to be unbiased.
However, significant p-values are suspect to bias, and it is this potential for bias that the
p-curve analysis is testing.

RESULTS

Overall, 19 of the 29 studies reported significant p-values (alpha = .05). As depicted in
Figure 1, almost two thirds of the studies reporting significant findings (63.2%) observed
a p-value of .01 or less. About 15.8% percent of the 19 studies reported a p-value of approx-
imately .02, 10.5% at \( p = .03 \), 5.3% at \( p = .04 \), and 5.3% at \( p = .05 \).

Results indicate that the studies in this analysis cumulatively contain evidential
value, indicated by a statistically significant right skew of p-values for both the bino-
mial test (\( p = .0004 \)) and the continuous test (\( Z = -7.61, p < .0001 \)). Furthermore, the
distribution did not contain a left skew according to the binomial test (\( p = .9999 \)) and
the continuous test (\( Z = 7.61, p > .9999 \)), suggesting that the included studies were not
intensely p-hacked. The test of flatness (flatter than 33% power), which would indicate
that the evidential value is inadequate, were nonsignificant for both the binomial test
(\( p = .9881 \)) and the continuous test (\( Z = 4.47, p > .9999 \)). Thus, the cumulative findings
do not lack evidential value or exhibit evidence of intense p-hacking. Finally, the post
hoc test of statistical power indicates that the average power of tests included in the
p-curve (correcting for any publication bias) is 86%. The individual standardized
results for all 29 studies are presented in Table 1. Table 1 presents the data from the
29 studies used in these analyses. The data were separated into 2 \( \times \) 2 tables of counts
—high versus low EE by relapsed versus not relapsed status. Also, a measure of the
standardized effect size (\( r \)) for the effect found in each study is given to provide an
easy method of comparison across studies.
Throughout a large portion of the psychiatric literature, EE has been identified as an important predictor of psychiatric relapse (e.g., Hooley & Gotlib, 2000). Butzlaff and Hooley’s (1998) meta-analysis of 27 longitudinal follow-up studies assessing EE via the Camberwell Family Interview (CFI) has become the seminal display confirming that EE is a valid predictor of psychotic relapse, with medium effect sizes across a worldwide sampling of studies. Since the publication of this meta-analysis (in which the authors called for an end to more research designed to simply replicate the EE-relapse association in schizophrenia patients), very few such studies have been published. In other words, this meta-analysis has long been considered conclusive with respect to establishing the validity of EE as a predictor of symptom relapse in schizophrenia patients.

Of course, Butzlaff and Hooley’s meta-analysis was published long before the idea of p-hacking came into existence. Nonetheless, this development provided us with a new technique to test the evidential value of this body of research. The results of our p-curve analysis suggest that (1) the body of literature that has examined EE as a predictor of relapse for patients with schizophrenia likely has integrity, and (2) EE appears to be a valid predictor of psychiatric relapse in these patients, as evidenced by the significant right skew in p-values. Furthermore, the literature does not appear to have been p-hacked, as there was no evidence for left skew in p-values. This finding is reassuring. It tells us that there is no evidence of significant bias or p-hacking in the literature on EE and psychiatric relapse. Furthermore, the significant right skew indicates that the findings in the EE literature contain evidential value, suggesting that the conclusion made by Butzlaff and Hooley (1998) is accurate—EE is a useful and powerful predictor of psychiatric relapse across a wide range of cultures, countries, and continents.

Research on EE had some of its earliest roots in the Family Process journal (e.g., Miklowitz et al., 1989; Strachan, Feingold, Goldstein, Miklowitz, & Nuechterlein, 1989). Therefore, the results from this report underscore a couple of important points in relation to this journal and its readership. First, it is encouraging that the researchers who have...
published on this topic appear to have done so with integrity. Furthermore, the readers of this journal, both clinicians and researchers, can feel more confident that their endeavors in working with EE as a point of psychological intervention and study are based on research that has evidential and integral backing. Researchers and clinicians should attempt to further test the evidential value and integrity with other bodies of clinical research. Investigating the evidential value and integrity (through such tests as the \( p \)-curve analysis) has been receiving increasing attention in the field of social psychology. It would behoove clinical scientists to examine our bodies of research with the same scrutiny, as our work has just as much, if not more, direct impact on the general public.

All studies have their limitations and this report is no exception. A primary concern is that the sampling framework of the studies examined in the meta-analysis may limit the generalizability of the EE-relapse association. For instance, only studies that used the CFI to operationalize EE and employed a nine to twelve month follow-up period were included. Expanding the framework to all existing measures of EE, or using a longer fol-

### Table 1

Summary Table of Included Studies: Expressed Emotion (EE) and Schizophrenia

<table>
<thead>
<tr>
<th>Source</th>
<th>Low EE</th>
<th>High EE</th>
<th>( r^a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arévalo and Vizzarro (1989)</td>
<td>5/13</td>
<td>8/18</td>
<td>.06*</td>
</tr>
<tr>
<td>Barrelet, Ferrero, Szigethy, Giddey, and Pellizzer (1990)</td>
<td>0/12</td>
<td>8/24</td>
<td>.35</td>
</tr>
<tr>
<td>Bertrand et al. (1992)</td>
<td>4/18</td>
<td>14/24</td>
<td>.38</td>
</tr>
<tr>
<td>Brown, Birley, and Wing (1972)</td>
<td>13/47</td>
<td>38/50</td>
<td>.53</td>
</tr>
<tr>
<td>Brown, Monck, Carstairs, and Wing (1962)</td>
<td>9/56</td>
<td>26/45</td>
<td>.47</td>
</tr>
<tr>
<td>Buchkremer, Stricker, Holle, and Kuhs (1991)</td>
<td>N/A(^b)</td>
<td>N/A(^b)</td>
<td>.17*</td>
</tr>
<tr>
<td>Cechnicki et al. (2013)</td>
<td>N/A(^b)</td>
<td>N/A(^b)</td>
<td>N/A*</td>
</tr>
<tr>
<td>Hooley et al. (1999)</td>
<td>0/4</td>
<td>27/40</td>
<td>.39</td>
</tr>
<tr>
<td>Ito and Oshima (1995)</td>
<td>3/37</td>
<td>16/35</td>
<td>.46</td>
</tr>
<tr>
<td>Ivanovic and Vuletic (1989)</td>
<td>2/31</td>
<td>19/29</td>
<td>.72</td>
</tr>
<tr>
<td>Karno et al. (1987)</td>
<td>7/27</td>
<td>10/17</td>
<td>.34</td>
</tr>
<tr>
<td>Köttgen, Sönnichsen, Mollenhauer, and Jurth (1984)</td>
<td>11/20</td>
<td>7/14</td>
<td>−.05*</td>
</tr>
<tr>
<td>Leff et al. (1990)</td>
<td>5/54</td>
<td>5/16</td>
<td>.27</td>
</tr>
<tr>
<td>Linszen et al. (1996)</td>
<td>0/13</td>
<td>6/26</td>
<td>.26*</td>
</tr>
<tr>
<td>MacMillan, Gold, Crow, Johnson, and Johnstone (1986)</td>
<td>14/34</td>
<td>26/38</td>
<td>.28</td>
</tr>
<tr>
<td>Montero, Ruiz, Puche, and Adam (1992)</td>
<td>7/31</td>
<td>8/28</td>
<td>.07*</td>
</tr>
<tr>
<td>Mozy and Votýpková (1992)</td>
<td>13/56</td>
<td>41/69</td>
<td>.38</td>
</tr>
<tr>
<td>Nuechterlein, Snyder, and Mintz (1992)</td>
<td>0/12</td>
<td>12/31</td>
<td>.37</td>
</tr>
<tr>
<td>Parker, Johnston, and Hayward (1988)</td>
<td>9/15</td>
<td>20/42</td>
<td>−.11*</td>
</tr>
<tr>
<td>Phillips and Xiong (1995)</td>
<td>9/27</td>
<td>10/22</td>
<td>.12*</td>
</tr>
<tr>
<td>Rostworowska, Barbaro, and Cechnicki (1987)</td>
<td>1/11</td>
<td>15/25</td>
<td>.51</td>
</tr>
<tr>
<td>Stirling et al. (1991)</td>
<td>8/17</td>
<td>5/16</td>
<td>−.16*</td>
</tr>
<tr>
<td>Tarrier et al. (1988)</td>
<td>4/19</td>
<td>14/29</td>
<td>.28*</td>
</tr>
<tr>
<td>Vaughan et al. (1992)</td>
<td>10/41</td>
<td>25/47</td>
<td>.30</td>
</tr>
<tr>
<td>Vaughn and Leff (1976a)</td>
<td>3/18</td>
<td>20/36</td>
<td>.39</td>
</tr>
<tr>
<td>Vaughn et al. (1984)</td>
<td>1/16</td>
<td>10/21</td>
<td>.48</td>
</tr>
</tbody>
</table>

*Notes. *\( r \) is a measure of the standardized result that was calculated based on the researchers original published results.

\(^b\)authors did not provide breakdown of patients into high/low EE nor how many relapsed within each group.

*indicates a nonsignificant \( p \)-value, and therefore was not included in the \( p \)-curve analysis.
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low-up interval (e.g., predicting relapse over two to five years) could reveal a different pattern of results. Additionally, this study focused only on schizophrenia and did not examine the integrity of literature for EE in other (less frequently studied) conditions. Future directions could help confirm whether EE is similarly valid across multiple measures of EE as well as across diagnostic boundaries. Importantly, however, the present investigation demonstrates that high EE is a reliable predictor for relapse in schizophrenia across a nine to twelve month time frame. This is reassuring news for researchers and clinicians, as well as for patients receiving EE-based family interventions.
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